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Abstract—We derive a parameterization of positive definite matrices using the Cholesky decomposition in combination with hyperspherical coordinates. Based on the parameterization we develop a simple and efficient method to randomly generate positive definite matrices with constant or bounded trace according to a uniform distribution. Further, we present an efficient implementation using the inversion method and either rejection sampling or transforming a beta distribution. The matrix parameterization might be of independent interest, whereas the random sampling algorithm finds applications in Monte-Carlo simulations, testing of algorithms, and performance studies. With the help of an abstract example we describe how the sampling method can be used to approximate the optimum in a difficult, e.g. non-convex, optimization problem for which no solution or efficient global optimization algorithm is known. In this paper we consider real as well as complex matrices.
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I. INTRODUCTION

The purpose of this article is to derive an efficient method to sample uniformly from the set of real or complex \( n \times n \) positive definite matrices with constant or bounded trace.

Motivation. Generating positive definite matrices (or equivalently covariance matrices) at random finds applications in multivariate statistics, numerical analysis, or signal processing. Examples include clustering and classification methods, testing numerical algorithms (e.g. Cholesky factorization), and studying the efficiency of data compression and decorrelation algorithms [1], [2]. This work is mainly motivated by applications in the area of multiple antenna wireless communications system design and optimization, which will be explained below. However, other areas of application in signal processing for communications are possible.

The transmit strategy in multiple antenna wireless systems is described by a linear precoding matrix or its corresponding transmit covariance matrix. It is necessarily positive (or non-negative) definite and the trace is bounded due to the transmit power constraint [3]. In single-user multiple-input multiple-output (MIMO) systems, the optimization problems are usually convex programming problems and can be solved either by exploiting the optimality conditions or by algorithms which adapt to the concrete problem structure.

In multiuser MIMO scenarios, however, the resulting programming problems for system optimization are non-convex. Examples are the MIMO broadcast channel with linear precoding [4] and the MIMO interference channel [5], where one is interested in the achievable rate region or the optimized weighted sum rate [6]. The maximization of secrecy rates or secret key rates in MIMO systems also leads to non-convex programming problems [7].

At least a numerical approximation of the solution of these problems can be obtained by evaluating the objective function for a suitable set of positive (or nonnegative) definite matrices that satisfy the trace constraint. This approximation can serve not only as a performance measure but also as bound to be compared with suboptimal and heuristic transmit strategies. The method requires the number of considered matrices to be sufficiently large and without being able to exploit additional knowledge about the optimization problem, it is reasonable to sample the matrices according to a uniform distribution. The efficient generation of such a set of matrices is important in this context.

Related work. Extensive research has been devoted to the problem of randomly generating positive definite matrices with 1’s on the diagonal, also known as correlation matrices. Previous work in this area is mainly based on combining either specified [8], [9], [10], [2] or random [1] eigenvalues with random orthogonal matrices, multiplying random triangular matrix factors [10], [1], or randomly generating so called partial correlations [11], [12]. In principle one can build on randomly generated correlation matrices to randomly generate covariance matrices. An approach of this type has been used in [13] to randomly generate positive definite matrices with bounded trace according to a uniform distribution. Even if the existing methods show useful directions to consider also the generation of complex covariance matrices, it is not straightforward to directly extend these approaches and still keep control over the resulting distribution.

Contribution and Outline. The main contribution of this work is to derive an efficient method to sample uniformly from the set of real as well as from the set of complex positive definite matrices with either constant or with bounded trace. We aim at a simple and elementary approach.

First, we derive in Section II-A a parameterization of real positive definite matrices with unit trace using the Cholesky decomposition in combination with hyperspherical coordinates. The parameterization is quite natural and might be of independent interest. It constitutes the foundation of the whole approach and allows us to develop the results in a...
modular fashion: On the one hand it can be easily extended to parameterize real matrices with variable trace. In particular the extension to complex positive definite matrices is straightforward. On the other hand it enables us to find a simple, efficient, and unified method to generate a uniform distribution on all considered sets of matrices.

In Section II-B we derive in detail the parameter distribution that leads to a uniform distribution on the set of real positive definite matrices with constant trace. We provide in Section II-C details of the implementation to generate the desired distribution using either rejection sampling or transforming a beta distribution.

Starting from the results of Section II we derive in Section III a uniform distribution on the set of real positive definite matrices with bounded trace by treating the trace as independent multiplication parameter. An implementation of the derived trace distribution using the inversion method is proposed. Note, in [13] a uniform distribution on the same set of real matrices is obtained by a special transformation of beta and Liouville distributed random variables. However, another approach is used there which is based on a completely different, not intuitively accessible parameterization. Only the real case is considered and no efficient implementation is provided.

Section IV is concerned with the derivation of a uniform distribution on the set of complex positive definite matrices with constant or bounded trace. Due to our approach the derivations are largely identical to the real-valued case so that we focus on the main steps and results. We point out the differences and omit repeating details.

The developed sampling methods lead to an efficient MATLAB-algorithm which is described by pseudo code and for reproducibility [14] it is available for download at [15]. The implementation allows to uniformly sample a number of positive definite matrices, either based on rejection sampling or on transforming a beta distribution, either with real or complex entries, either with constant or with bounded trace. The option of sampling matrices with fixed or with bounded trace is useful for some applications in connection with our motivating example.

A side effect of the performed analysis is that we obtain the volumes of the sets for which a uniform distribution is derived. Corresponding expressions are developed in the paper.

In Section V an example application is studied, where the optimization of some non-convex function over the set of real positive definite matrices with constant trace is considered. It is shown how the required number of randomly generated matrices is computed in order to obtain a solution close to the global optimum with a predefined probability. The results show clearly the advantage of the proposed approach compared to other heuristic generation methods or a deterministic method.

Notation and Preliminaries. We denote the transpose of a matrix $A$ by $A^T$, the conjugate transpose by $A^*$, the trace by $\text{tr}(A)$, and the determinant by $\det(A)$. A real or complex $n \times n$ matrix $A$ is said to be positive definite, denoted by $A > 0$, if

$$x^*Ax > 0$$

holds for all nonzero $x \in \mathbb{C}^n$. If the strict inequality required in (1) is weakened to $x^*Ax \geq 0$, then $A$ is said to be nonnegative definite (or positive semidefinite). We define

$$\mathcal{R}_c := \{ A \in \mathbb{R}^{n \times n} : A > 0, \text{tr}(A) = \xi \}, \quad \mathcal{R} := \mathcal{R}_1,$$  \hspace{1cm} (2)

$$\mathcal{R}_{(\xi, \tau)} := \{ B \in \mathbb{R}^{n \times n} : B > 0, \xi < \text{tr}(B) \leq \tau \},$$  \hspace{1cm} (3)

i.e., the set of real $n \times n$ positive definite matrices with trace equal to the constant $\xi > 0$, with unit trace, and with trace in the interval $(\xi, \tau]$ for constants $0 \leq \xi < \tau$, respectively. Accordingly, we define the following sets of complex $n \times n$ positive definite matrices:

$$\mathcal{C}_c := \{ A \in \mathbb{C}^{n \times n} : A > 0, \text{tr}(A) = \xi \}, \quad \mathcal{C} := \mathcal{C}_1,$$  \hspace{1cm} (4)

$$\mathcal{C}_{(\xi, \tau)} := \{ B \in \mathbb{C}^{n \times n} : B > 0, \xi < \text{tr}(B) \leq \tau \}. \hspace{1cm} (5)$$

Due to its symmetry, a matrix $B \in \mathcal{R}_{(\xi, \tau)}$ has $\frac{1}{2}n(n+1)$ independent entries. Therefore, the set $\mathcal{R}_{(\xi, \tau)}$ is a $(\frac{1}{2}n(n+1))$-dimensional subset of the set of all real $n \times n$ matrices, denoted by $\mathbb{R}^{n \times n}$. Adding the constraint of a constant trace reduces the number of independent matrix entries by one. Thus, the set $\mathcal{R}_c$ is a $(\frac{1}{2}n(n+1)-1)$-dimensional subset of $\mathbb{R}^{n \times n}$. Let $\zeta$ be a random variable with values in $\mathbb{R}^{n \times n}$ and assume $\zeta$ to be defined on a probability space with probability measure $\mathbb{P}$. We say that $\zeta$ has a uniform distribution on $\mathcal{R}_{(\xi, \tau)}$ if

$$\mathbb{P}(\zeta \in A) = \frac{\text{vol}(A \cap \mathcal{R}_{(\xi, \tau)})}{\text{vol}(\mathcal{R}_{(\xi, \tau)})}$$

holds and that $\zeta$ has a uniform distribution on $\mathcal{R}_c$ if

$$\mathbb{P}(\zeta \in A) = \frac{\text{vol}(A \cap \mathcal{R}_c)}{\text{vol}(\mathcal{R}_c)}$$

holds for all $A \subset \mathbb{R}^{n \times n}$. In (6) $\text{vol}(B)$ denotes the $(\frac{1}{2}n(n+1))$-dimensional volume of an arbitrary set $B \subseteq \mathcal{R}_{(\xi, \tau)}$ and in (7) $\text{vol}(B)$ denotes the $(\frac{1}{2}n(n+1)-1)$-dimensional volume of an arbitrary set $B \subseteq \mathcal{R}_c$. A uniform distribution on the sets $\mathcal{C}_{(\xi, \tau)}$ and $\mathcal{C}_c$ is defined in a similar way. Note that a uniform distribution can be defined equivalently by a constant probability density function (pdf), if a pdf exists for the considered space.

Subsequently, $\Gamma$ denotes the gamma function given by

$$\Gamma(x) = \int_0^\infty e^{-t}t^{x-1}dt \text{ for } x > 0 \text{ as defined in } [16, 8.310.1].$$

Further, $\pi_A(x)$ denotes the indicator function at point $x$, which is one if $x \in A$ and zero otherwise. $\Re(x)$ and $\Im(x)$ represent the real and imaginary part of a complex number $x$. Throughout this article $n$ is assumed to be an arbitrary but fixed integer with $n \geq 2$. Most of the quantities introduced or derived are functions of $n$. However, in order to keep notation simple and because it is always clear from the context, we abandon to express this dependency explicitly.

Definitions and theorems employed in this article that are standard knowledge in analysis or linear algebra and which can be found in any standard textbook on the topic (see e.g. [17] and [18]) are referred to as ‘well-known’ and explicit references will be omitted.

II. REAL MATRICES WITH UNIT OR CONSTANT TRACE

Consider the sets $\mathcal{R}$ and $\mathcal{R}_c$ of real $n \times n$ positive definite matrices with unit and with constant trace, respectively, as defined in (2). In this section, we are concerned with the derivation of a uniform distribution on these sets. Observe that
once we have a uniform distribution on $\mathcal{R}$, we obtain a uniform distribution on $\mathcal{R}_c$ by the linear one-to-one correspondence $A \mapsto cA$. Therefore, we can restrict the derivations in this section to matrices with unit trace.

A. Parameterization

It is well-known that $A$ is a real positive definite matrix if and only if there exists a unique real upper triangular matrix $U$ with positive diagonal entries such that

$$A = U^	op U$$

(8)

holds. This is called the Cholesky decomposition of $A$.

Let $A \in \mathcal{R}$ and consider its Cholesky decomposition, where the entries of the matrix $U$ are named as follows

$$U = \begin{pmatrix} x_1 & x_2 & x_4 & \cdots & x_{\frac{n(n+1)}{2}+1} \\ 0 & x_3 & x_5 & \cdots & x_{\frac{n(n+1)}{2}+2} \\ 0 & 0 & x_6 & \cdots & x_{\frac{n(n+1)}{2}+3} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & x_{n(n+1)} \end{pmatrix}$$

(9)

By matrix multiplication and due to the trace constraint of $A$ we obtain

$$\text{tr}(A) = \text{tr}(U^	op U) = \sum_{k=1}^{\frac{n(n+1)}{2}} x_k^2 = 1,$$

(10)

which is simply the Frobenius norm of the matrix $U$. If we rewrite the upper triangular part of the matrix $U$ as a vector $x = (x_1, x_2, x_3, \ldots, x_{\frac{n(n+1)}{2}})$, then it follows from (10) that all valid vectors $x$ correspond to points on the unit sphere in the $\frac{n}{2}(n+1)$-dimensional Euclidean space. This observation suggests to use the well-known hyperspherical coordinates to parameterize the vector $x$, which indeed turns out to be convenient for generating a uniform distribution on $\mathcal{R}$.

The use of hyperspherical coordinates for a vector $x = (x_1, x_2, \ldots, x_{\frac{n(n+1)}{2}})$ satisfying the last equality of (10) yields

$$x_k = \begin{cases} \cos \varphi_l \prod_{i=1}^{k-1} \sin \varphi_l & \text{if } k = 1, 2, \ldots, \frac{n}{2}(n+1) - 1, \\ \prod_{i=1}^{k-1} \sin \varphi_l & \text{if } k = \frac{1}{2}n(n+1), \end{cases}$$

(11)

with

$$\varphi_l \in \begin{cases} [0, \pi] & \text{if } l = 1, 2, \ldots, \frac{1}{2}n(n+1) - 2, \\ [0, 2\pi) & \text{if } l = \frac{1}{2}n(n+1) - 1. \end{cases}$$

(12)

With this parameterization the components $x_k$ corresponding to diagonal entries of the matrix $U$ are nonnegative if and only if the intervals specified in (12) are modified to

$$\varphi_l \in \begin{cases} [0, \pi] & \text{if } l = \frac{1}{2}i(i+1), \quad i = 1, \ldots, n-1, \\ [0, \pi) & \text{else}. \end{cases}$$

(13)

Reducing the parameter ranges this way does not reduce the range of the components $x_k$ corresponding to off-diagonal entries of $U$. Further, recall that due to the properties of the Cholesky decomposition, we need to parameterize only matrices $U$ with positive diagonal entries. This is achieved if and only if the closed intervals in (13) are changed to open intervals. These observations all follow with (11) and obvious properties of the sine and cosine function.

We are now able to write the entries of the matrix $A \in \mathcal{R}$ as functions of the parameters $\varphi_l$, $l = 1, 2, \ldots, \frac{1}{2}n(n+1) - 1$. To simplify the subsequent presentation, let us define the mapping

$$\gamma : \mathcal{R} \rightarrow \gamma(\mathcal{R}) = : \mathcal{R} \subset \mathbb{R}^{\frac{1}{2}n(n+1)-1}$$

(14)

which converts the upper triangular part of the matrix $A$ into a vector, leaving out the last diagonal entry $a_{nn}$. This is similar to applying the vec-operator, which is common in matrix calculus. Due to its symmetry and the unit trace, the matrix $A$ is completely determined by the vector $a = \gamma(A)$. In fact, the function $\gamma$ simply extracts the independent entries of the matrix $A$. Since $\gamma$ is a linear one-to-one correspondence it follows that once we have a uniform distribution on $\mathcal{R}$, we obtain a uniform distribution on $\mathcal{R}$ by the inverse mapping $\gamma^{-1}$. Consequently, in this section we can restrict ourselves to derive a method to sample uniformly from the set $\mathcal{R}$.

For this purpose let us define the mapping

$$g : I \rightarrow \mathcal{R}$$

(15)

$$\varphi = (\varphi_1, \varphi_2, \ldots, \varphi_{\frac{n(n+1)}{2}}) \mapsto (a_{11}, a_{12}, a_{22}, \ldots, a_{n-1n})$$

based on the hyperspherical parameterization from above, where the domain $I$ is defined by

$$I := I_1 \times I_2 \times \cdots \times I_{\frac{1}{2}n(n+1)-1}, \quad \varphi \in I_1,$$

$$I_l = \begin{cases} [0, \pi] & \text{if } l = \frac{1}{2}i(i+1), \quad i = 1, 2, \ldots, n-1, \\ (0, \pi) & \text{else}. \end{cases}$$

(16)

The components $a_{ij}$ in (15) are given through (8) and (9) by

$$a_{ij} = \sum_{m=1}^{\frac{1}{2}} \left[ \left( \prod_{l=1}^{i-1} \sin^2 \varphi_l \right) \cos^2 \varphi_{\frac{1}{2}(i-1)+m} \right]$$

(17)

and with (11) we obtain the component functions

$$a_{ii}(\varphi) = \sum_{m=1}^{\frac{1}{2}} \left[ \left( \prod_{l=1}^{i-1} \sin^2 \varphi_l \right) \cos^2 \varphi_{\frac{1}{2}(i-1)+m} \right]$$

(18)

for $i = 1, \ldots, n-1$ and

$$a_{ij}(\varphi) = \sum_{m=1}^{\frac{1}{2}} \left[ \left( \prod_{l=1}^{i-1} \sin^2 \varphi_l \right) \prod_{l=1}^{j-i} \sin \varphi_l \right] \cos \varphi_{\frac{1}{2}(i-1)+m} \cos \varphi_{\frac{1}{2}(j-1)+m}$$

(19)

for $i < j$.

Note, that the function $g$ is a one-to-one correspondence, which follows from the uniqueness of the matrix $U$ in the Cholesky decomposition (8) and from the well-known fact that the hyperspherical coordinate transformation is a one-to-one mapping for the considered open parameter intervals. Thus, the composition $\gamma^{-1} \circ g$ is a one-to-one correspondence between $I$ and $\mathcal{R}$.
Remark. The mapping $\gamma^{-1} \circ g$ can also be employed to parameterize nonnegative definite matrices with unit trace. We only have to change the domain of the function $g$ by substituting the open intervals in (16) by the corresponding closed intervals, i.e., substituting $\mathcal{I}$ by its closed version, denoted by $\mathcal{I}$. Then the parameter ranges are given by (13) and a singular matrix $A$ is the image of a point on the boundary of $\mathcal{I}$. The reason why we have to modify the domain of $g$ is that the diagonal elements of the matrix $U$ in the decomposition (8) are nonnegative in the nonnegative definite case. Further note that as a consequence, the function $g$ is not a one-to-one correspondence anymore. The reason is twofold. On the one hand, the matrix $U$ in the decomposition (8) is not necessarily unique for nonnegative definite matrices. On the other hand, the hyperspherical coordinate transformation is no longer a one-to-one mapping.

B. Parameter distribution

Let $\xi$ be a real $(\frac{n}{2}(n+1)-1)$-dimensional random vector. Furthermore, let $g$ be a function mapping the set of real $(\frac{n}{2}(n+1)-1)$-dimensional vectors into itself. We define $g$ on the set $\mathcal{I}$ by (15), (18) and (19) with $\mathcal{I}$ given by (16). Outside $\mathcal{I}$ we set $g$ equal to the zero vector. Then $\eta := g(\xi)$ is a random vector with the same dimension as $\xi$. If the values of $\xi$ are almost surely in $\mathcal{I}$, then the values of $\eta$ are almost surely in $g(\mathcal{I}) = \mathcal{R}$, with $\mathcal{R}$ defined in (14).

Our goal is to find the distribution of $\xi$ such that $\eta$ is uniformly distributed on $\mathcal{R}$, i.e., the pdf of $\eta$ shall be

$$f_\eta(a) = c_\eta \mathds{1}_\mathcal{R}(a), \quad a \in \mathbb{R}^{\frac{n}{2}(n+1)-1},$$

(20)

where $c_\eta$ is a constant making $f_\eta$ a pdf. Due to the simplicity of $f_\eta$, we immediately obtain the pdf of $\xi$ by applying the well-known integral transformation formula. The pdf of $\xi$ is then given by

$$f_\xi(\varphi) = c_\eta |\det J_g(\varphi)| \mathds{1}_\mathcal{I}(\varphi),$$

(21)

where $J_g$ denotes the Jacobian matrix of the function $g$. Note that indeed all conditions to apply the transformation formula are satisfied: The sets $\mathcal{I}$ and $\mathcal{R}$ are open sets. The function $g$ is a one-to-one correspondence between $\mathcal{I}$ and $\mathcal{R}$, which is discussed in Section II-A and it is continuous, which can be seen from (18) and (19). Furthermore, from (23)–(25) below we see that the Jacobian determinant has no zero on $\mathcal{I}$.

The calculation of the Jacobian determinant is significantly simplified by the fact that the component function $a_{ij}$ only depends on $\varphi_1, \varphi_2, \ldots, \varphi_{\frac{n+1}{2}(j-1)+1}$, as can be seen from (18) and (19). It follows that the derivative of $a_{ij}$ with respect to $\varphi_j$ is zero for all $l > \frac{1}{2}(j-1) + j + 1$, which results in a lower triangular Jacobian matrix

$$J_g = \begin{pmatrix}
\frac{\partial a_{11}}{\partial \varphi_1} & 0 & 0 & \cdots & 0 \\
\frac{\partial a_{12}}{\partial \varphi_2} & \frac{\partial a_{12}}{\partial \varphi_2} & 0 & \cdots & 0 \\
\frac{\partial a_{13}}{\partial \varphi_3} & \frac{\partial a_{13}}{\partial \varphi_3} & \ddots & \ddots & \cdots & 0 \\
\frac{\partial a_{n-1n}}{\partial \varphi_1} & \frac{\partial a_{n-1n}}{\partial \varphi_1} & \cdots & \frac{\partial a_{n-1n}}{\partial \varphi_1} & 0
\end{pmatrix}.$$  

(22)

The Jacobian determinant is then simply the product of the diagonal entries of $J_g$, i.e.,

$$\det J_g = \frac{\partial a_{11}}{\partial \varphi_1} \frac{\partial a_{12}}{\partial \varphi_2} \cdots \frac{\partial a_{n-1n}}{\partial \varphi_{n+1}}$$

$$= \prod_{i=1}^{n-1} \prod_{j=i+1}^{n} \frac{\partial a_{ij}}{\partial \varphi_{i+j}}$$

$$= \left( \prod_{i=1}^{n-1} \frac{\partial a_{ii}}{\partial \varphi_{i+i}} \right) \left( \prod_{i=1}^{n-1} \prod_{j=i+1}^{n} \frac{\partial a_{ij}}{\partial \varphi_{i+j}} \right).$$

(23)

With (18) and (19) we can calculate the required derivatives, which results in

$$\frac{\partial a_{ii}}{\partial \varphi_{(i+1)}(i+1)}(\varphi) = -2 \cos \varphi_{(i+1)} \sin \varphi_{(i+1)} \left( \prod_{l=1}^{i+1} \sin^2 \varphi_l \right) \mathds{1}_\mathcal{I}(\varphi)$$

for $i = 1, \ldots, n - 1$, and

$$\frac{\partial a_{ij}}{\partial \varphi_{(i+j)}(i+j)}(\varphi) = -\cos \varphi_{(i+j)} \left( \prod_{l=1}^{i+j} \sin^2 \varphi_l \right) \mathds{1}_\mathcal{I}(\varphi)$$

for $i < j$. Finally taking the absolute value of the Jacobian determinant, we obtain with (21) the pdf of $\xi$

$$f_\xi(\varphi) = \left[ \prod_{l=1}^{n} \prod_{i=1}^{2^l \frac{n+1}{2}} 2 \cos \varphi_{(i+1)} \sin \varphi_{(i+1)} \left( \prod_{l=1}^{i+1} \sin^2 \varphi_l \right) \mathds{1}_\mathcal{I}(\varphi) \right]$$

$$\cdot \left[ \prod_{i=1}^{n-1} \prod_{j=i+1}^{n} \cos \varphi_{(i+j)} \left( \prod_{l=1}^{i+j} \sin^2 \varphi_l \right) \cdot \left( \prod_{l=\frac{i+j}{2}}^{\frac{i+j}{2}+1} \sin \varphi_l \right) \mathds{1}_\mathcal{I}(\varphi) \right].$$

(26)

Let $\xi_l, l = 1, 2, \ldots, \frac{n}{2}(n+1) - 1$, be the components of the real random vector $\xi$ and let $f_{\xi_l}$ be the pdf of $\xi_l$. Then, after some rearrangements, we obtain from (26)

$$f_{\xi_l}(\varphi_l) = \prod_{l=1}^{\frac{n}{2}(n+1)-l} f_{\xi_l}(\varphi_l),$$

(27)

where $f_{\xi_l}$ is given by

$$f_{\xi_l}(\varphi_l) = c_l \cos^{p_l}(\varphi_l) \sin^{q_l}(\varphi_l) \mathds{1}_\mathcal{I}_l(\varphi_l), \quad \varphi_l \in \mathbb{R},$$

(28)

with $\mathcal{I}_l$ specified in (16). For the exponents $p_l$ and $q_l$ we have

$$p_l = \begin{cases} (n+1) - i & \text{if } l = \frac{1}{2}(i+1), \\ i = 1, 2, \ldots, n - 1, \\ 0 \end{cases},$$

(29)

and

$$q_l = n^2 - \kappa_l n - \lambda_l,$$  

(30)
where
\[ \kappa_l = i - 1, \quad \lambda_l = i + 1 + m \quad (31) \]
if \( l = \frac{1}{2} i (i + 1) + m, \quad i = 1, 2, \ldots, n - 1, \quad m = 0, 1, \ldots, i. \)

Please refer to Appendix A for a derivation of (29)–(31).

The normalizing constant \( c_l \) in (28), which makes \( f_{\xi_l} \) a pdf, can be obtained using [16, 3.621.5 and 8.384.1]

\[
c_l = \begin{cases} 
2 \left( \frac{2(n+1)}{2(n-1)} \right)^{\frac{1}{2}} \frac{1}{\Gamma \left( \frac{n(n+1)}{2} \right)} & \text{if } l = \frac{1}{2} i (i + 1), \\
1 \frac{1}{\sqrt{\pi}} & \text{else.}
\end{cases} \quad (32)
\]

For convenience of the reader, the constants specified in (29)–(32) and the resulting pdfs \( f_{\xi_l} \) are evaluated for \( n = 2, 3, 4 \) in Appendix B, Table II.

From (27) follows that the random vector \( \xi \) has stochastically independent components \( \xi_l \). Thus, to generate the desired distribution of \( \xi \) is equivalent to independently generate the distributions of \( \xi_l \), which are specified by the pdfs in (28). This is actually the main advantage of the proposed matrix parameterization.

**Remarks.** (i) To obtain a uniform distribution on the set of nonnegative definite matrices with unit trace, we just have to replace \( \mathcal{I} \) in (21) by its closed version, denoted by \( \mathcal{T} \). This is equivalent to replacing the open intervals \( \mathcal{I}_l \) in (28) by the corresponding closed intervals. Even though the function \( g \) is not invertible on \( \mathcal{T} \) (see Remark in Section II-A), this result can be obtained also by the integral transformation formula, since the \( \frac{1}{2} n(n+1) - 1 \)-dimensional volume of \( \mathcal{T} \setminus \mathcal{I} \) is zero. However, note that the resulting probability of the set of singular matrices is zero.

(ii) The constant \( c_l \) in (20) is equal to the reciprocal of the \( \frac{1}{2} n(n+1) - 1 \)-dimensional volume of the set \( \mathcal{R} \). Comparing (26) with (27) and (28) yields

\[
\text{vol}(\mathcal{R}) = c_l^{-1} = 2^{n-1} \left( \prod_{l=1}^{n} \frac{1}{\Gamma \left( \frac{n(n+1)}{2} \right)} \right)
\]

By the last equality we have used (32) and a simplification given in [13, Def. 5]. This result might be of independent interest.

**C. Implementation**

As before, let \( \mathcal{R} \) be given by (2), \( \gamma \) by (14) and \( g \) by (15)–(19). Then according to the derivations in Sections II-A and II-B we obtain a uniform distribution on \( \mathcal{R} \) by applying the transformation \( \gamma^{-1} \circ g \) to the real random vector \( \xi = (\xi_1, \xi_2, \ldots, \xi_{\frac{1}{2} n(n+1) - 1}) \). The components \( \xi_l \) of the vector \( \xi \) are stochastically independent, each having pdf \( f_{\xi_l} \) as specified in (28)–(32). Thus, to implement this method on a computer we have to generate random numbers drawn from \( \frac{1}{2} n(n+1) - 1 \) distributions independently, each with pdf \( f_{\xi_l} \).

There are several methods to generate random numbers with a desired distribution on the basis of efficient random number generators available in standard software like MATLAB or R. For example, we can generate a distribution by applying the inverse of its cumulative distribution function (cdf) to a uniform distribution on the interval \((0, 1)\). This is well-known as the inversion method described in [19, Ch. II.2]. With [16, 2.511] it is not difficult to obtain the cdf for \( f_{\xi_l} \). However, for most exponents in (28) the cdf can only be inverted numerically, which is not efficient. Subsequently, we propose two efficient methods, each having its advantages.

**Rejection sampling.** First, we develop the well-known rejection method described in [19, Ch. II.3] or [20, Ch. 3.4.1]. To apply this method to generate a distribution with pdf \( f_{\xi_l} \), we have to find a so called instrumental distribution, say with pdf \( f_{\phi_l} \), for which an efficient generation method exists and for which the inequality

\[
f_{\xi_l}(t) \leq \nu_l f_{\phi_l}(t), \quad t \in \mathbb{R},
\]

holds, where \( \nu_l > 1 \) is a constant. If \( \nu_l \) is close to 1 this method is efficient. In fact, the expected portion of samples that are rejected during the generation process is given by \((1 - 1/\nu_l)\).

In the considered case, the normal distribution is a suitable candidate to serve as instrumental distribution. Let \( \phi_l \) be a random variable with normal distribution, i.e., with pdf

\[
f_{\phi_l}(t) = \frac{1}{\sqrt{2\pi\sigma_l^2}} \exp \left( -\frac{(t - \mu_l)^2}{2\sigma_l^2} \right), \quad t \in \mathbb{R},
\]

where \( \mu_l \in \mathbb{R} \) and \( \sigma_l^2 > 0 \) are the expectation and variance parameters, respectively. The advantage of this approach is that very efficient algorithms are available in all commonly used numerical computing environments to generate normally distributed random numbers. In addition, with proper parameters \( \mu_l \) and \( \sigma_l^2 \) the constant \( \nu_l \) can be chosen close to 1.

Indeed, for \( l = 1, 2, \ldots, \frac{1}{2} n(n+1) - 1 \) we set

\[
\mu_l = \begin{cases} 
\arctan \frac{\pi}{p_l} & \text{if } l = \frac{1}{2} i (i + 1), \\
\frac{\pi}{q_l} & \text{else},
\end{cases} \quad (36)
\]

and

\[
\sigma_l^2 = \frac{1}{\left( \sqrt{p_l^2 + q_l^2} \right)^2}, \quad (37)
\]

where \( p_l \) and \( q_l \) are the exponents of the cosine and sine function in (28). Then we choose \( \nu_l \) in (34) to be equal to

\[
\nu_l = \sqrt{\frac{2\pi\sigma_l^2}{c_l d_l}}
\]

where \( c_l \) is the constant specified in (32) and \( d_l \) is given by

\[
d_l = \begin{cases} 
\frac{1+q_l/p_l}{1+q_l/p_l} & \text{if } l = \frac{1}{2} i (i + 1), \\
\frac{1}{\nu_l(i + 1)} & \text{else},
\end{cases} \quad (39)
\]

Observe that the different cases in (36) and (39) are equivalent to the cases \( p_l = 0 \) and \( p_l > 0 \).

Both functions \( f_{\xi_l} \) and \( \nu_l f_{\phi_l} \) have a unique maximum and with \( \mu_l \) as in (36) the maxima are at the same position.
Choosing \( \nu_l \) as in (38) their value is also identical. Together with this property the inequality

\[
\frac{d^2 \ln f_{\xi_l}(t)}{dt^2} \leq \frac{d^2 \ln f_{\psi_l}(t)}{dt^2}, \quad t \in \mathbb{R},
\]

(40)
implies (34), which follows from the monotonicity of the logarithm, the fundamental theorem of calculus, and the monotonicity of the integral. The smallest possible \( \sigma^2_l \) such that (40) still holds is then given by (37). This can be seen from the following facts: First, the RHS of (40) is equal to \(-1/\sigma^2_l\) for all \( t \in \mathbb{R} \). Second, the maximum of the LHS is equal to \(-\sqrt{\psi_l + \psi_q}\), which is obtained as the value of the LHS at the zero of its derivative. Note that the calculations have to be performed separately for the cases \( p_l = 0 \) and \( p_l > 0 \).

For \( f_{\xi_l} \) and \( \nu_l f_{\psi_l}, \) are compared in Appendix C, Fig. 1 for the marked parameter sets of Table II. Fig. 1 (a) and (b) show two examples for \( p_l = 0 \), i.e., where \( f_{\xi_l} \) is symmetric. Increasing \( q_l \) from 2 to 8 reduces the expected portion of rejected samples form about 11% to 3%. This portion further decreases as \( q_l \) increases. If \( p_l > 0 \) and \( p_l \neq q_l \), then \( f_{\xi_l} \) is asymmetric as can be seen in Fig. 1 (c) and (d). We observe that the asymmetry increases with increasing difference between \( p_l \) and \( q_l \). Fig. 1 (c) and (d) illustrate characteristic examples, where the expected portion of rejection lies between 8% and 10%.

**Transformation of beta distribution.** As an alternative, we can generate the distribution of the random variable \( \xi_l \) directly from a beta distribution by applying an appropriate transformation. The efficiency of this method relies on the efficient generation of beta distributed random numbers.

Let \( \psi_l \) be a random variable with beta distribution, i.e., with pdf

\[
f_{\psi_l}(t) = c_{\psi_l} t^{\alpha_p-1} (1-t)^{\alpha_q-1} \mathbb{1}_{(0,1)}(t), \quad t \in \mathbb{R},
\]
where \( \alpha_p, \alpha_q > 0 \) are shape parameters and \( c_{\psi_l} = \frac{\Gamma(\alpha_p+\alpha_q)}{\Gamma(\alpha_q)(\alpha_p)} \) is a normalizing constant. Consider the mapping

\[
\theta : (0, 1) \rightarrow (0, \frac{\pi}{2}),
\]
\[
y \mapsto \arcsin \sqrt{y}.
\]

(42)
It is a continuous one-to-one correspondence between two open intervals and its inverse \( \theta^{-1} \) has derivative

\[
\frac{d\theta^{-1}}{dy}(y) = 2 \sin y \cos y, \quad y \in (0, \frac{\pi}{2}),
\]

(43)
which is a positive function. Thus we can calculate the pdf of the random variable \( \theta(\psi_l) \) using the integral transformation formula. For the sake of completeness we extend \( \theta \) outside \((0, 1)\) by 0. The pdf of \( \theta(\psi_l) \) is then given by

\[
f_{\theta(\psi_l)}(y) = f_{\psi_l}(\theta^{-1}(y)) \frac{d\theta^{-1}}{dy}(y)
\]

(44)
\[
= 2 c_{\psi_l} \cos^{2\alpha_p-1}(y) \sin^{2\alpha_q-1}(y) \mathbb{1}_{(0, \frac{\pi}{2})}(y), \quad y \in \mathbb{R}.
\]

(45)
For \( l = \frac{1}{2}(i + 1), \, i = 1, 2, \ldots, n - 1 \), the exponent \( p_l \) is positive due to (29). For this case \( \theta(\psi_l) \) and \( \xi_l \) have the same distribution if we put \( \alpha_p = \frac{1}{2}(p_l + 1) \) and \( \alpha_q = \frac{1}{2}(q_l + 1) \), which follows immediately from comparing (45) with (16), (28), and (32).

It remains to treat the case \( p_l = 0 \). We observe that the random variable \( \pi - \theta(\psi_l) \) has pdf

\[
f_{\theta(\psi_l)}(\pi - y), \quad y \in \mathbb{R},
\]

(46)
If \( \beta_l \) is a random variable with Bernoulli distribution and if the probabilities of \( \beta_l = 0 \) and \( \beta_l = 1 \) are equal, then the random variable

\[
(1 - \beta_l)\theta(\psi_l) + \beta_l(\pi - \theta(\psi_l))
\]
has pdf

\[
\frac{1}{2} f_{\theta(\psi_l)}(y) + \frac{1}{2} f_{\theta(\psi_l)}(\pi - y), \quad y \in \mathbb{R},
\]

(48)
given \( \beta_l \) and \( \psi_l \) are stochastically independent. Combining (45) and (48) and comparing this to (16), (28), and (32), yields for the case \( p_l = 0 \), that the random variable in (47) has the same distribution as \( \xi_l \), if we put \( \alpha_p = \frac{1}{2} \) and \( \alpha_q = \frac{1}{2}(q_l + 1) \).

The complete method to sample uniformly from the set of real \( n \times n \) positive definite matrices with unit (or constant) trace is summarized in Appendix D in Algorithm 1, 2, and 3 as pseudo code listing. The algorithm illustrates the basic approach developed so far. For the sake of accessibility it is presented in a way close to the derivations. However, further improvements are possible. In particular the calculation of some constants can be omitted.

**Matlab implementation.** An optimized version of the algorithm has been implemented in MATLAB, which is provided for download at [15]. The method based on rejection sampling as well as the method based on transforming a beta distribution has been made available. The former algorithm works with standard MATLAB, whereas for the latter the Statistics Toolbox is required, since the beta distribution is obtained from two gamma distributions. According to [19, p.431] it is very competitive to utilize a gamma distribution, in particular for the parameter constellations required, since gamma generators are very efficient.

Both generation methods show similar performance. However, comparing the algorithms based on a MATLAB implementation can only be a rough estimate. The numerical stability of the implementation has been tested and verified for matrix dimensions up to \( n = 25 \). The verification was accomplished by comparing the empirical cdfs of the parameters with their theoretical cdfs. A sample size of 100,000 was used for obtaining the empirical cdfs. The theoretical cdfs were calculated by numerically integrating (28). For higher matrix dimensions the numerical stability has not been tested.

Finally we want to give a rough estimate of the computational time of the MATLAB implementation: On a desktop computer with Intel Core i5 (2x3.33GHz) processor, 4 GB memory, and Windows 7 (64bit) operating system, it requires less than half a second to generate 5000 real \( 10 \times 10 \) matrices with unit trace.

**III. REAL MATRICES WITH BOUNDED TRACE**

Consider the sets \( \mathcal{R} \) and \( \mathcal{R}_{\{\xi_l, \psi_l\}} \) of real \( n \times n \) positive definite matrices with unit and with bounded trace, respectively, as defined in (2) and (3). In this section we are concerned with the derivation of a uniform distribution on \( \mathcal{R}_{\{\xi_l, \psi_l\}} \). We will
show the following result: The product distribution of a certain distribution on the interval \((c, \tau]\) and a uniform distribution on \(\mathcal{R}\) is transformed into a uniform distribution on \(\tilde{\mathcal{R}}(\mathcal{C}, \tau]\) by the one-to-one correspondence \((t, A) \mapsto t A\).

A. Parameterization

Let us define the mapping

\[
\gamma : \mathcal{R}(\mathcal{C}, \tau] \to \gamma(\mathcal{R}(\mathcal{C}, \tau]) =: \tilde{\mathcal{R}}(\mathcal{C}, \tau] \subset \mathbb{R}^{+n(n+1)} \\
B = (b_{ij})_{i,j=1}^{n} \mapsto b = (b_{11}, b_{12}, b_{22}, \ldots, b_{nn}),
\]

which converts the upper triangular part of the matrix \(B\), i.e., its independent entries, into a vector. We can restrict subsequent derivations to the set \(\tilde{\mathcal{R}}(\mathcal{C}, \tau]\), since \(\gamma\) is a linear one-to-one correspondence that preserves the uniform distribution.

We parameterize the elements of \(\tilde{\mathcal{R}}(\mathcal{C}, \tau]\) by the mapping

\[
h : (c, \tau] \times \tilde{\mathcal{R}}(\mathcal{C}, \tau] \to \tilde{\mathcal{R}}(\mathcal{C}, \tau] \\
(t, a) = (t, a_{11}, a_{12}, a_{22}, \ldots, a_{n-1,n-1}) \mapsto b = (b_{11}, b_{12}, b_{22}, \ldots, b_{nn}) \\
t = (a_{11}, a_{12}, a_{22}, \ldots, a_{n-1,n-1}, 1 - \sum_{i=1}^{n} a_{ii}),
\]

with \(\tilde{\mathcal{R}}\) as specified in (14). That means we use the trace as multiplication parameter. The function \(h\) satisfies all conditions to be applied in connection with the integral transformation formula: The sets \((c, \tau] \times \tilde{\mathcal{R}}(\mathcal{C}, \tau]\) and \(\tilde{\mathcal{R}}(\mathcal{C}, \tau]\) are open sets and the \(\frac{1}{2}n(n+1)\)-dimensional volume of the sets \((c, \tau] \times \tilde{\mathcal{R}}\) and \(\tilde{\mathcal{R}}(\mathcal{C}, \tau]\) is zero. The function \(h\) is a continuous one-to-one correspondence with inverse

\[
h^{-1} : \tilde{\mathcal{R}}(\mathcal{C}, \tau] \to (c, \tau] \times \tilde{\mathcal{R}} \\
b \mapsto (t, a),
\]

\[
(\sum_{i=1}^{n} b_{ii})^{-1} \left( \sum_{i=1}^{n} b_{ii} \right)^{2} b_{11}, b_{12}, b_{22}, \ldots, b_{n-1,n-1}, 1 - \sum_{i=1}^{n} a_{ii},
\]

It is a simple task to calculate the Jacobian matrix of \(h^{-1}\) and after some routine column manipulations we obtain the Jacobian determinant

\[
\det J_{h^{-1}}(b) = (-1)^{n-1} \left( \sum_{i=1}^{n} b_{ii} \right)^{-\frac{1}{2}n(n+1)+1},
\]

which has obviously no zero on \(\tilde{\mathcal{R}}(\mathcal{C}, \tau]\).

B. Parameter distribution

Let \(\eta\) be the random vector considered in Section II-B, which has a uniform distribution on \(\tilde{\mathcal{R}}\). Let \(\tau\) be a real random variable, where its values represent a positive matrix trace. Assume \(\tau\) is stochastically independent of \(\eta\) and has pdf \(f\). Then the joint pdf of \(\tau\) and \(\eta\) is given by

\[
f_{\tau,\eta}(t, a) = f_{\tau}(t) \frac{1}{\text{vol}(\tilde{\mathcal{R}})} \mathbb{1}_{\tilde{\mathcal{R}}}(a),
\]

\[
(t, a) \in \mathbb{R} \times \mathbb{R}^{+n(n+1)-1},
\]

Applying the integral transformation formula we obtain the pdf \(f_{\zeta}\) of \(\zeta\) from the pdf of \((\tau, \eta)\). Using (51)–(53) yields

\[
f_{\zeta}(b) = f_{(\tau, \eta)}(h^{-1}(b)) \left| \det J_{h^{-1}}(b) \right|
\]

\[
= \frac{f_{\tau}}{\text{vol}(\mathcal{R})} \frac{1}{\left( \sum_{i=1}^{n} b_{ii} \right)^{\frac{1}{2}n(n+1)-1}} \mathbb{1}_{\mathcal{R}}(a(b))
\]

for all \(b \in \tilde{\mathcal{R}}(\mathcal{C}, \tau]\) and \(f_{\zeta}(b) = 0\) otherwise. If we define \(f_{\tau}\) by

\[
f_{\tau}(t) = c_{\tau} t^{\frac{1}{2}n(n+1)-1} \mathbb{1}_{\mathcal{R}}(t), \quad t \in \mathbb{R},
\]

then from (54) immediately follows

\[
f_{\zeta}(b) = c_{\tau} \frac{1}{\text{vol}(\mathcal{R})} \mathbb{1}_{\tilde{\mathcal{R}}(\mathcal{C}, \tau]}(b), \quad b \in \tilde{\mathcal{R}}(\mathcal{C}, \tau]\).
\]

Thus, for \(f_{\tau}\) as in (55) and \(\tau\) and \(\eta\) being stochastically independent the pdf \(f_{\zeta}\) is constant on \(\tilde{\mathcal{R}}(\mathcal{C}, \tau]\) and zero otherwise, i.e., \(\zeta\) has the desired uniform distribution on \(\tilde{\mathcal{R}}(\mathcal{C}, \tau]\).

**Remark.** It might be of interest to calculate the \(\frac{1}{2}n(n+1)\)-dimensional volume of the set \(\tilde{\mathcal{R}}(\mathcal{C}, \tau]\). From (56) we obtain

\[
\text{vol}(\tilde{\mathcal{R}}(\mathcal{C}, \tau]) = c_{\tau}^{-1} \text{vol}(\mathcal{R}) = \frac{\pi^{\frac{1}{2}n(n+1)} - \zeta^{\frac{1}{2}n(n+1)}}{\pi^{\frac{1}{2}n(n+1)}} \text{vol}(\mathcal{R}),
\]

where \(\text{vol}(\mathcal{R})\) is given in (33) and the last equality follows from the fact that the constant \(c_{\tau}\) normalizes \(f_{\tau}\) to a pdf.

C. Implementation

As derived in the previous Sections III-A and III-B we obtain a uniform distribution on \(\mathcal{R}(\mathcal{C}, \tau]\) by applying the transformation \(\tau \mapsto h\) to the real random vector \((\tau, \eta)\). The functions \(\gamma\) and \(h\) are defined in (49) and (50), the random vector \(\eta\) is uniformly distributed on \(\tilde{\mathcal{R}}\), and the random variable \(\tau\) has pdf \(f_{\tau}\) given in (55). In Section II-C we already derived a method to generate the uniform distribution of \(\eta\). Therefore and because \(\tau\) and \(\eta\) are stochastically independent, we only have to find a method to generate the distribution of \(\tau\). This task is accomplished easily using the inversion method described in [19, Ch. II.2].

Let \(F_{\tau}\) be the cdf of \(\tau\), which we obtain from (55) by a simple integration. The inverse of \(F_{\tau}\) on the interval \((c, \tau]\) is then given by

\[
F_{\tau}^{-1}(u) = \left[ \left( c + \frac{1}{2}n(n+1) \right) u - \zeta^{\frac{1}{2}n(n+1)} \right]^{\frac{1}{\frac{1}{2}n(n+1)}}, \quad u \in (0, 1].
\]

Applying \(F_{\tau}^{-1}\) to a uniform distribution on the interval \((0, 1]\) yields the desired distribution with pdf \(f_{\tau}\).

The complete method to sample uniformly from the set of real \(n \times n\) positive definite matrices with bounded trace is summarized in Appendix D, Algorithm 4 as pseudo code listing. This algorithm is included in the MATLAB implementation, which is provided for download at [15].
IV. COMPLEX MATRICES

Consider the sets $\mathcal{C}$, $\mathcal{C}_c$, and $\mathcal{C}_{\mathbb{C}, \mathbb{R}}$ of complex $n \times n$ positive definite matrices with unit, constant, and bounded trace, respectively, as defined in (4) and (5). In this section we are concerned with the derivation of a uniform distribution on these sets. The approach is largely identical to the real-valued case, described in detail in Sections II and III. Therefore, it is sufficient to summarize only the main steps and results. However, the complex case is important too and it is necessary to point out the fine differences of the parameterization and of the parameter distribution.

First, we describe the generation of a uniform distribution on $\mathcal{C}$, which can be transformed into a uniform distribution on $\mathcal{C}_c$ by the linear one-to-one correspondence $\mathbb{R} \rightarrow \mathbb{C}$. Then we construct a uniform distribution on $\mathcal{C}_{\mathbb{C}, \mathbb{R}}$ from the product distribution of a certain distribution on the interval $(\mathbb{C}, \mathbb{R})$ and a uniform distribution on $\mathcal{C}$ using the one-to-one correspondence $(t, A) \rightarrow tA$.

A. Unit or constant trace

Parameterization. First, we give a suitable parameterization of the matrices contained in $\mathcal{C}$ following the derivations in Section II-A.

It is well-known that $A$ is a complex positive definite matrix if and only if there exists a unique complex upper triangular matrix $U$ with real positive diagonal entries such that

$$A = U^*U$$

holds. This is called the Cholesky decomposition of $A$.

Let $A \in \mathcal{C}$ and consider its Cholesky decomposition, where the entries of the matrix $U$ are named as follows

$$U = \begin{pmatrix}
    x_1 & x_2 + jx_3 & x_5 + jx_6 & \cdots & x_{(n-1)^2+1} + jx_{(n-1)^2+2} \\
    0 & x_4 & x_7 + jx_8 & \cdots & x_{(n-1)^2+3} + jx_{(n-1)^2+4} \\
    0 & 0 & x_9 & \cdots & x_{(n-2)^2+5} + jx_{(n-2)^2+6} \\
    \cdots & \cdots & \cdots & \cdots & \cdots \\
    0 & 0 & 0 & \cdots & x_{n^2}
\end{pmatrix}$$

Since

$$\text{tr}(A) = \text{tr}(U^*U) = \sum_{k=1}^{n^2} x_k^2 = 1$$

holds by matrix multiplication and due to the unit trace of $A$, we can parameterize the components $x_k$, $k = 1, 2, \ldots, n^2$, using hyperspherical coordinates

$$x_k = \begin{cases}
    \cos \varphi_k \prod_{l=1}^{k-1} \sin \varphi_l & \text{if } k = 1, 2, \ldots, n^2 -1, \\
    \prod_{l=1}^{k-1} \sin \varphi_l & \text{if } k = n^2.
\end{cases}$$

Following the same arguments as in Section II-A, the ranges $\mathcal{D}_l$ of the parameters $\varphi_l$, $l = 1, 2, \ldots, n^2 -1$, are given by

$$\mathcal{D}_l = \begin{cases}
    (0, \frac{\pi}{2}) & \text{if } l = i^2, i = 1, 2, \ldots, n-1, \\
    (0, \pi) & \text{else}.
\end{cases}$$

Parameter distribution. We consider the mapping

$$\gamma : \mathcal{C} \rightarrow \gamma(\mathcal{C}) := \widetilde{\mathcal{C}} \subset \mathbb{R}^{n^2-1}$$

$$A = (a_{ij})_{i,j=1}^n \mapsto (a_{11}, \Re(a_{12}), \Im(a_{12}), a_{22}, \ldots, \Re(a_{n-1n}), \Im(a_{n-1n}))$$

which converts the upper triangular part of matrix $A$ into a real vector, leaving out the last diagonal entry $a_{nn}$. Note that the diagonal of a complex positive definite matrix has always real positive entries. In fact, the function $\gamma$ simply extracts the independent entries of the matrix $A$. It is a linear one-to-one correspondence that preserves a uniform distribution, allowing us to restrict the derivations to the set $\widetilde{\mathcal{C}}$.

Furthermore, we consider the mapping

$$g : \mathcal{I}_1 \times \mathcal{I}_2 \times \ldots \times \mathcal{I}_{n^2-1} =: \mathcal{I} \rightarrow \mathcal{C}$$

$$(\varphi_1, \varphi_2, \ldots, \varphi_{n^2-1}) \mapsto (\varphi_1, \Re(\varphi_2), \ldots, \varphi_{n^2-1})$$

defined by (59), (60), and (63). It can be easily verified that the relevant properties of $g$ to derive a uniform distribution on $\mathcal{C}$ are identical to those of the mapping defined in (15)–(19). In particular, its Jacobian matrix is a lower triangular matrix so that its determinant is the product of the diagonal entries. Thus, the parameter distribution can be obtained in a similar manner as for the real case. See Section II-B for details.

Let $\xi_l$, $l = 1, 2, \ldots, n^2 -1$, be stochastically independent real random variables whose values represent the parameters $\varphi_l$, $l = 1, 2, \ldots, n^2 -1$. Let the pdf $f_{\xi_l}$ of the random variable $\xi_l$ be given by

$$f_{\xi_l}(\varphi_l) = c_l \cos^p(\varphi_l) \sin^p(\varphi_l) I_{\mathcal{D}_l}(\varphi_l), \quad \varphi_l \in \mathbb{R},$$

with $\mathcal{I}_l$ as specified in (63). Further, let the exponents $p_l$ and $q_l$ be given by

$$p_l = \begin{cases}
    2(n - i) + 1 & \text{if } l = i^2, i = 1, 2, \ldots, n-1, \\
    0 & \text{else},
\end{cases}$$

and

$$q_l = n^2 + \kappa_l n - \lambda_l,$$

where

$$\kappa_l = n - i - 1, \quad \lambda_l = (i - 1)n + 1 + m$$

if $l = i^2 + m$, $i = 1, 2, \ldots, n-1$, $m = 0, 1, \ldots, 2i$.

The normalizing constant $c_l$ in (66) is necessarily given by

$$c_l = \begin{cases}
    \frac{2}{\Gamma\left(\frac{n+i}{2}\right)\Gamma\left(\frac{n-i}{2}\right)} & \text{if } l = i^2, \\
    \frac{1}{\sqrt{\pi}} \frac{r^{\frac{n+i}{2} + \frac{1}{2}}}{\Gamma\left(\frac{n+i+1}{2}\right)} & \text{else}.
\end{cases}$$

Then with calculations similar to those in Section II-B, it can be derived that applying the transformation $\gamma^{-1} \circ g$ to the random vector $(\xi_1, \xi_2, \ldots, \xi_{n^2-1})$ yields a uniform distribution on $\mathcal{C}$. For convenience of the reader, the constants specified in (67)–(70) and the resulting pdfs $f_{\xi_l}$ are evaluated in Appendix B, Table III for $n = 2, 3, 4$.

Implementation. The parameter distribution derived in this subsection has the same form as for the corresponding real case considered in Section II. Thus, the algorithm to sample uniformly from the set of complex $n \times n$ positive definite matrices with unit (or constant) trace is basically identical to one developed in Section II-C. Only some constants have to be adapted accordingly.
The MATLAB implementation provided for download at [15] includes also the algorithm to generate complex matrices based on the results presented above. The numerical stability of the complex part of the implementation has been tested and verified for matrix dimensions up to \( n = 25 \) using the same method as for the real case. For higher matrix dimensions the numerical stability has not been tested.

To give a rough estimate of the computational time of the MATLAB implementation we have generated 5000 complex \( 10 \times 10 \) matrices with unit trace. Under the conditions specified at the end of Section II-C this requires less than a second.

Remark. It might be of interest to evaluate the \((n^2-1)\)-dimensional volume of the set \( C \). Calculations similar to those in Remark (ii) of Section II-B yield together with (70) at the end of Section II-C this requires less than a second.

The numerical stability has not been tested.

\[
\text{vol}(\tilde{C}) = \frac{2^{n-1} \prod_{i=1}^{n-1} c_i^{-1}}{(n^2 - 1)!}.
\]

(71)

B. Bounded trace

Starting from a uniform distribution on \( C \) to generate a uniform distribution on \( C_{[\gamma]} \) we have to follow the same steps as in Section III. Except for some natural modifications the calculations are identical to the corresponding real case. Therefore we formulate only the final results and comment on the differences.

Let \( \eta \) be a real \((n^2-1)\)-dimensional random vector with a uniform distribution on \( \tilde{C} \), where \( \tilde{C} \) is defined in (64). Let \( \tau \) be a real random variable, stochastically independent of \( \eta \) and with pdf \( f_\tau \), where

\[
f_\tau(t) = c_\tau t^{n^2-1} \mathbb{1}_{[\ell, \pi]}(t), \quad t \in \mathbb{R}.
\]

(72)

Further consider the mappings

\[
\gamma : C_{[\gamma]} \to \gamma(C_{[\gamma]}) := C_{[\gamma]} \subset \mathbb{R}^{n^2}
\]

\[
(b_{ij})_{i,j=1}^{n} \to b = (b_{11}, \mathbb{R}(b_{12}), \mathbb{R}(b_{12}), b_{22}, \ldots, b_{nn}),
\]

and

\[
h : (\ell, \pi) \times \tilde{C} \to \tilde{C}_{[\gamma]}
\]

\[
(t, a_{11}, \mathbb{R}(a_{12}), \mathbb{R}(a_{12}), a_{22}, \ldots, \mathbb{R}(a_{n-1,n-1}), \mathbb{R}(a_{n-1,n-1})) \mapsto t(a_{11}, \mathbb{R}(a_{12}), \mathbb{R}(a_{12}), a_{22}, \ldots, \mathbb{R}(a_{n-1,n-1}), \mathbb{R}(a_{n-1,n-1}), 1 - \sum_{i=1}^{n-1} a_{ii}).
\]

(73)

Then applying the transformation \( \gamma^{-1} \circ h \) to the random vector \((\tau, \eta)\) yields a uniform distribution on \( C_{[\gamma]} \).

The result is mainly based on the stochastic independence of \( \tau \) and \( \eta \) and the special form of the Jacobian determinant of the inverse mapping \( h^{-1} \), which is given by

\[
\det J_{h^{-1}}(b) = (-1)^{n-1} \prod_{i=1}^{n} b_{ii}^{-n^2+1}.
\]

(74)

To implement the method, we use the algorithm of the previous Section IV-A to generate the uniform distribution of the random variable \( \eta \). The inversion method is suitable to generate the distribution of the random variable \( \tau \). We just have to apply the function \( F^{-1}_\tau \) with

\[
F^{-1}_\tau(u) = \left[ (c_\tau^2 - \mu^2) u + \mu^2 \right]^{\frac{1}{2}}, \quad u \in (0, 1),
\]

(75)

to a uniform distribution on the interval \((0, 1)\). The complete algorithm to sample uniformly from the set of complex \( n \times n \) positive definite matrices with bounded trace is included in the MATLAB implementation provided for download at [15].

Remark. The \( n^2 \)-dimensional volume of the set \( C_{[\gamma]} \) is given by

\[
\text{vol}(\tilde{C}_{[\gamma]}) = c_\tau^{-1} \text{vol}(\tilde{C}) = \frac{(c_\tau^2 - \mu^2)}{n^2} \text{vol}(\tilde{C}),
\]

(76)

where \( \text{vol}(\tilde{C}) \) is given in (71) and the last equality follows from the fact that the constant \( c_\tau \) normalizes \( f_\tau \) to be a pdf.

V. EXAMPLE OF APPLICATION

Let \( f \) be a continuous real-valued function on the set of real \( n \times n \) matrices and let \( \mathcal{R}_c \) be the set of real \( n \times n \) nonnegative definite matrices with trace equal to \( c \). Assume we want to optimize (minimize or maximize) the function \( f \) over the set \( \mathcal{R}_c \). Further, assume the optimization problem cannot be solved analytically and the properties of the function \( f \) are such that there is no standard algorithm available to solve it numerically. Then, one way to 'estimate' the optimal value of \( f \) in a certain sense is to use the random sampling algorithm developed in the previous sections. In the following, we describe and evaluate this approach. The purpose of the section is to explain the basic principle in a more abstract way rather than analyzing a detailed example.

First, observe that the optimization problem is equivalent to optimizing the function \( \hat{f} = f \circ \gamma^{-1} \) over the set \( \mathcal{R}_c := \gamma(\mathcal{R}_c) \subset \mathbb{R}^{\frac{1}{2}n(n+1)-1} \), where the function \( \gamma \) is defined as in (14) with \( \mathcal{R} \) replaced by \( \mathcal{R}_c \). In fact, this simply means we reformulate the optimization problem in terms of the independent matrix entries. Note that we have \( \mathcal{R}_c = c g(\mathcal{I}) \), where the function \( g \) is defined as in (15)–(19) with \( \mathcal{I} \) replaced by its closed version \( \mathcal{I} \).

Let \( a_{\text{opt}} \in \mathcal{R}_c \) be a vector optimizing the function \( \hat{f} \) and let \( E_{\text{opt}} \) be a neighborhood of \( a_{\text{opt}} \). Assume that we employ the uniform sampling algorithm from Section II-C to randomly select a vector from the set \( \mathcal{R}_c \). Due to the uniform distribution, the probability, say \( \rho \), that the generated vector lies in \( E_{\text{opt}} \) is given by

\[
\rho = \frac{r \text{vol}(E_{\text{opt}})}{\text{vol}(\mathcal{R}_c)} \quad \text{with} \quad r = \frac{\text{vol}(E_{\text{opt}} \cap \mathcal{R}_c)}{\text{vol}(E_{\text{opt}})},
\]

(77)

where \( \text{vol}(A) \) denotes the \( \frac{1}{2}n(n+1)-1 \)-dimensional volume of the set \( A \subset \mathbb{R}^{\frac{1}{2}n(n+1)-1} \). The factor \( r \in [0, 1] \) represents the portion of \( E_{\text{opt}} \), which intersects with \( \mathcal{R}_c \). If we use the sampling algorithm to generate \( M \) vectors independently, then the probability, say \( \delta \), that at least one of these vectors lies in \( E_{\text{opt}} \) is given by

\[
\delta = 1 - (1 - \rho)^M.
\]

(78)

If we solve this equation for \( M \) and round up to the next integer, we obtain

\[
[M] = \lceil \log_{(1-\rho)} (1-\delta) \rceil,
\]

(79)

which gives us the minimum number of vectors we have to generate such that the probability, that at least one of the generated vectors lies in \( E_{\text{opt}} \), is at least \( \delta \).
Using the integral transformation formula, we obtain

$$\text{vol}(\mathcal{R}_c) = c \frac{1}{2} n(n+1) \gamma(\frac{n+2}{2}) \gamma(\frac{n}{2})$$

where \(\text{vol}(\mathcal{R}_c)\) is given in (33).

To explicitly calculate (78), let us consider an example, where we specify the neighborhood \(\mathcal{E}_{opt}\) of the vector \(a_{opt}\) to be a ball with respect to the Euclidean distance with center \(a_{opt}\) and radius \(\epsilon > 0\), i.e.,

$$\mathcal{E}_{opt} = \{a \in \mathbb{R}^{n+1} : \|a - a_{opt}\|_2 \leq \epsilon\}$$

That means, we define \(\mathcal{E}_{opt}\) such that the Euclidean distance between a vector in \(\mathcal{E}_{opt}\) and the vector \(a_{opt}\) is at most \(\epsilon\). If \(\tilde{f}\) is Lipschitz continuous and has the Lipschitz constant \(K\) with respect to the Euclidean distance, then the following inequality holds for all \(a \in \mathcal{E}_{opt}\)

$$|\tilde{f}(a) - \tilde{f}(a_{opt})| \leq K \epsilon$$

Note that the norm in (82) can be any other norm depending on what is suitable for the considered application.

For \(\mathcal{E}_{opt}\) being the ball defined in (82) we obtain with [16, 4.632.2]

$$\text{vol}(\mathcal{E}_{opt}) = \frac{\pi^{\frac{n}{2}}}{\Gamma\left(\frac{n+1}{2}\right)} e\frac{1}{2} n(n+1)$$

Using (81), (33), and (84) to evaluate (78) yields

$$\rho = \pi^{\frac{1}{2}} \frac{n}{2} \frac{n}{\Gamma\left(\frac{n+1}{2}\right)} \left(\frac{2e}{c}\right) \frac{1}{2} n(n+1)$$

where we have used [16, 8.335.1] to simplify the expressions.

To consider a numerical example, let \(\xi = 0.1\) and \(r = 1\), i.e., \(\mathcal{E}_{opt} \subset \mathcal{R}_c\). In Table I the resulting values of \([M]\) are listed for \(n = 2, 3, 4\). Let us pick the marked parameter

<table>
<thead>
<tr>
<th>([M])</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\delta)</td>
</tr>
<tr>
<td>(\frac{0.95}{0.99})</td>
</tr>
</tbody>
</table>

| \(|M|\) |
|---|
| \(\frac{2339}{113}\) |
| \(\frac{3.596}{140.537}\) |

TABLE I
Number \([M]\) for ball-shaped neighborhood \(\mathcal{E}_{opt}\), \(r = 1\), \(\xi = 0.1\), and \(n = 2, 3, 4\).

The condition in our numerical example is that the Euclidean distance between an optimal vector and the boundary of \(\mathcal{R}_1\) is at least 0.1, i.e., \(r = 1\). Generally, we do not know if \(\mathcal{E}_{opt} \subset \mathcal{R}_c\) holds. Given the boundary of \(\mathcal{R}_c\) is sufficiently smooth and the radius of \(\mathcal{E}_{opt}\) is sufficiently small, then \(r = \frac{1}{2}\) is a suitable assumption to estimate the probability \(\rho\).

The above considerations can be adapted in an obvious way to optimization problems with respect to real nonnegative definite matrices with bounded trace or complex nonnegative definite matrices with constant or bounded trace using the results from Sections III and IV.

**Remark.** One might ask, what is the advantage of randomly selecting vectors from the set \(\mathcal{R}_c\) or, equivalently, matrices form the set \(\mathcal{R}_c\). Alternatively, we could use the parameterization derived in Section II-A and select matrices from \(\mathcal{R}_c\) by stepping through the set of parameters deterministically according to an equidistant grid. Since the set of parameter values is an \((\frac{n}{2} n+1)\)-fold Cartesian product of intervals, this can be accomplished easily. However, this way we step through the corresponding set of matrices in a highly irregular manner. In contrast, with the proposed random method, we select the matrices according to a uniform distribution. Without being able to exploit any additional knowledge about the optimization problem, sampling the constraint set uniformly seems to be the better approach.

**VI. CONCLUSIONS**

In many application areas, some non-convex function is optimized over the set of positive definite matrices with trace constraint. A numerical approximation of the optimal solution can be obtained by evaluating the objective function for a set of uniformly distributed matrices with carefully chosen cardinality. In this paper, we have derived an efficient method to randomly generate matrices according to a uniform distribution on the constraint set for the real as well as the complex case. We expect that there are many applications of the derived algorithm to compute an approximation of the optimal solution.

**APPENDIX A**

**DERIVATION OF EXPONENTS IN PARAMETER PDFS**

(REAL CASE)

To derive the exponents \(p_l\) and \(q_l\) as given in (29)–(31) we first rewrite (26) as

$$f(\phi) = c_l 2^{n-1} \prod_{l=1}^{n-1} \left[ \cos \phi_l \right]_{-i+1}^{n-i+1} \cdot \prod_{l=1}^{n-1} \frac{1}{l} \prod_{l=1}^{n-1} \left[ \sin^2 \phi_l \right]_{n-i+1}^{n-1} \cdot \prod_{l=1}^{n-1} \sin \phi_l \prod_{l=1}^{n-1} \frac{1}{l} \left[ \frac{1}{l} \prod_{l=1}^{n-1} \sin \phi_l \right]$$

$$= 1$$

(86)
where we have separated the \(\cos\), \(\sin^2\) and \(\sin\) terms. From this version, we obtain for the exponents \(p_l\) and \(q_l\) in (28) the following sum representation:

\[
p_l = \sum_{i=1}^{n-1} (n-i+1) \mathbb{1}_{\{i+1,\ldots,n\}}(l),
\]
\[
q_l = \sum_{i=2}^{n-1} 2(n-i+1) \mathbb{1}_{\{1,2,\ldots,i-1\}}(l) q_l^{[1]} + \sum_{j=i+1}^{n} \mathbb{1}_{\{i+1,\ldots,j\}}(l) q_l^{[2]}.
\]

Equation (87) is obviously equivalent to (29). Writing out the sums of indicator functions in (88) and then collecting terms yield

\[
q_l^{[1]} = 2 \sum_{k=1}^{n-i} k = n^2 - 2(n-1)n + i - 1 - 2,
\]
\[
q_l^{[2]} = i(n - i) - m + 1
\]

if \(l = \frac{1}{2} i(i + 1) + m, \ i = 1, 2, \ldots, n - 1, \ m = 0, 1, \ldots, i\).

Adding \(q_l^{[1]}\) and \(q_l^{[2]}\) in (89) yields the final form of \(q_l\) as given in (30) and (31).

**APPENDIX B**

**EVALUATION OF CONSTANTS AND PARAMETER PDFS**

In Table II the parameter pdfs for the real case given in (28) and the involved constants specified in (29)–(32) are evaluated for \(n = 2, 3, 4\). In Table III the parameter pdfs for the complex case given in (66) and the involved constants specified in (67)–(70) are evaluated for \(n = 2, 3, 4\). The indicator functions are omitted in both cases. They are equal to \(\mathbb{1}_{(0,\frac{\pi}{2})}\) if the pdf has the form \(c_l \cos^p \sin^q\) and they are equal to \(\mathbb{1}_{(0,\pi)}\) if the pdf has the form \(c_l \sin^p \sin^q\).

**APPENDIX C**

**PARAMETER PDFS VS. SCALED NORMAL PDFS**

In Fig. 1 the parameter pdfs defined in (28) are compared to scaled normal pdfs with expectation and variance parameters given by (36) and (37) and scaling factor \(\nu_l\) given by (38). The values for \(p_l\), \(q_l\) and \(c_l\) are taken from Table II for the marked parameter sets \((n = 4, l = 1, 4, 6, 8)\).

**APPENDIX D**

**ALGORITHMS**

**(REAL CASE)**

In Algorithm 1, 2, and 3 the pseudo code of the basic method to sample uniformly from the set of real \(n \times n\) positive definite matrices with constant trace is listed.

In Algorithm 4 the pseudo code of the extended algorithm to sample uniformly from the set of real \(n \times n\) positive definite matrices with bounded trace is listed.

Fig. 1. Parameter pdfs vs. corresponding scaled normal pdfs for marked parameter sets from Table II \((n = 4, l = 1, 4, 6, 8)\).

**Algorithm 1** Generate \(M\) matrices from the set \(\mathcal{R}_c\) defined in (2) according to a uniform distribution.

1: for \(i = 1\) to \(M\) do \(\triangleright\) generate \(M\) matrices \(A_1, A_2, \ldots, A_M \in \mathcal{R}_c\)
2: for \(l = 1\) to \(\left\lfloor \frac{n}{2} \right\rfloor\) do
3: \(\quad\) Generate \(\varphi(\xi)\) with Algorithm 2 or 3.
4: end for
5: With vector \(x\) generate matrix \(U\) from (9).
6: \(\quad\) \(A_1 \leftarrow UU^T\)
7: end for

**Algorithm 2** Generate a sample \(\varphi(\xi)\) according to a distribution with pdf \(f_{\varphi(\xi)}\) defined in (28) (rejection method).

1: Compute \(p_l, q_l, c_l, \xi_l\) from (29)–(32).
2: With \(p_l, q_l, c_l\) compute \(\mu_\xi, \sigma_\xi^2, \nu_\xi\) from (36)–(39).
3: \(\quad\) \(\triangleright\) rejection method
4: \(\quad\) \(u \leftarrow \text{uniform}(0, 1)\)
5: \(\quad\) \(\nu_\xi \leftarrow \text{normal}(\mu_\xi, \sigma_\xi^2)\)
6: \(\quad\) \(b \leftarrow \text{Bernoulli}(\frac{1}{2})\)
7: end if
8: \(\quad\) \(\varphi(\xi) \leftarrow (1 - b) y + b(\pi - y)\)

**Algorithm 3** Generate a sample \(\varphi_L\) according to a distribution with pdf \(f_{\varphi_L}\) defined in (31) (beta distribution method).

1: \(\quad\) \(\triangleright\) setup constants
2: \(\quad\) \(y \leftarrow \text{beta}(\frac{2k+1}{2}, \frac{p+1}{2})\) \(\triangleright\) sample uniformly from (0,1)
3: \(\quad\) \(b \leftarrow \text{Bernoulli}(\frac{1}{2})\) \(\triangleright\) sample from Bernoulli distribution
4: \(\quad\) \(\varphi_L \leftarrow \text{normal}(\mu, \sigma_\xi^2)\)
5: end if
6: \(\quad\) \(\varphi_L \leftarrow (1 - b) y + b(\pi - y)\)

**Algorithm 4** Generate \(M\) matrices from the set \(\mathcal{R}_{(\xi,\nu)}\) defined in (3) according to a uniform distribution.

1: With Algorithm 1 generate \(M\) matrices \(A_1, A_2, \ldots, A_M \in \mathcal{R}\).
2: for \(i = 1\) to \(M\) do \(\triangleright\) generate \(M\) matrices \(B_1, B_2, \ldots, B_M \in \mathcal{R}_{(\xi,\nu)}\)
3: \(\quad\) \(u \leftarrow \text{uniform}(0, 1)\) \(\triangleright\) sample uniformly from (0,1)
4: \(\quad\) \(L \leftarrow F_{\varphi(\xi)}^{-1}(u) \) \(\triangleright\) \(F_{\varphi(\xi)}^{-1}\) as in (58)
5: \(\quad\) \(B_1 \leftarrow \text{Matrix}^{\nu}(\xi, \nu)\)
6: end for
An efficient MATLAB implementation of all algorithms is available for download at [15], which also includes the algorithms to sample uniformly from the set of complex $n \times n$ positive definite matrices with constant or bounded trace.
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